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Generative Al is just the tip of the iceberg

enerative A




The rest of this talk

1. Agent Frameworks in Al
a. Planning
b. Reinforcement Learning
c. Cognitive Systems

2. State of LLM-powered Agents today

a. OpenAl
b. LangChain
c. AutoGPT-like Systems

3. Vision for the future
a. A partial history of DVM-like projects
b. Suggestions for improving DVMs (for the Al)
c. Open Challenges



Dungeon Crawl Stone Soup

Enemies
Player Stats

Text description of events

Play the Game: hitps://crawl.develz.org/ | API for Al Agents (WIP): hitps://github.com/dtdannen/dcss-ai-wrapper


https://crawl.develz.org/
https://github.com/dtdannen/dcss-ai-wrapper

Background: Agent and Environment
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Background: States and Actions

State: A representation of a single moment in an environment
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Reinforcement Learning vs. Planning

Reinforcement Learning Problem Planning Problem
e Given: Rewards in addition to e Given: A model of action preconditions
observations and effects

e Given: A goal state to reach

Send i
ends action Sends action

Y
Action | +
Environment Model Environment

Receives state observation and reward | : g
- Receives state observation




Reinforcement Learning vs

Reinforcement Learning Problem

e Given: Rewards in addition to
observations
e Return: a policy mapping states to actions

Sends action

Y

Environment

Receives state observation and reward

. Planning

)
Action
Model

Planning Problem

Given: A model of action preconditions
and effects
e Given: A goal state to reach
Return: a plan leading from the start state
to the goal state

Sends action

l Y

Environment

Receives state observation



What States and Actions on
Background: States and Actions ~ NOSTR might look like...

State: A representation of a single moment in an environment
Nostr Nests
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Not all planning problems are the same
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Not all planning problems are the same

Ecol6gico)) =%
do Funchal

{ \ Navigation problems
*u,, generally involve

‘ tracking a single
( variable:

4 Achada
\//7‘IRAS VELHAS = de Gaula

Jardim Montee
Gaula

Palace M:d/elra
MONTE

ﬁ & Car’s current location
|
| () 22 min : F S
|| 202km 4 dim.Batdnicg 1)
,{V 590 SR Goals in navigation
) | » A blems are simpler
\\/_/ o ra(gé:k Hostel M%a » ' prO p
Roce §3) - Praia dos
TINHO Super cm Reis Magos

Car is in Funchal
Cristo Rei @

#-Iogtrea!ezhe Cliff Bay. W
-
Funchal
) 2




Not all planning problems are the same
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Not all planning problems are the same  «construction” problems
involve tracking many

variables:
C
Al B Blocks C, B, and A need to
be in the right position
o a
C—
Al[B][C a
2
ol B
Al B [C

“Construction” Goals
involve more variables:

a3
Block A on Block B N /

Block B on Block C A
Block C on the table S :
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Not all planning problems are the same  «construction” problems
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Not all planning problems are the same  «construction” problems
involve tracking many

Example Action Model

(:action pick-up
:parameters (?x)
:precondition (Cand (clear 7x) (ontable 7x) Chandempty))
ceffect
(and (not (ontable 7x))
(not (clear 7x))
(not Chandempty))
(holding 7x)))

a3
Block A on Block B N /

Block B on Block C A
Block C on the table S :

O|m>




Not all planning problems are the same

...and it gets even messier with generative Al...

Generate 5 logos for my purple ostrich business that sells cookies on nostr

JAN 6, 2024 2:53 PM




Not all planning problems are the same

...and it gets even messier with generative Al...
...because the goal space is large and incompletely defined

Generate 5 logos for my purple ostrich business that sells cookies on nostr

JAN 6, 2024 2:53 PM




Once you have planning figured out...

Goal Management

goal crarge o g
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Cognitive Level of MIDCA
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Metacognitive Level of MIDCA
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Potential Benefits of Metacognition

Absent

Wrong

Right

Domain
Knowledge

Novel
Situation

Knowledge
Selection

Missing
Association

Goal

Generation

Missing
Goal

Goal
Selection

Forgotten
Goal

Processing
Strategy

Missing
Behavior

Strategy
Selection

Missing
Heuristic

Table 1: Basic taxonomy of causes of reasoning failure

Missing
Input

Input
Selection

Missing
Context

Incorrect
Domain
Knowledge

Erroneous
Association

Poor
Goal

Poor
Selection

Flawed

Behavior

Flawed

Heuristic

Incorrect
Context

Correct
Knowledge

Correct
Association

Correct

Goal

Correct
Association

Correct
Behavior

Correct
Choice

Correct
Input

Cox, M. T. (1996).

Correct
Context

Before we can diagnose: How do we detect when one of these failures happens?



Impressive Reasoning

Ove rVieW Abilities of LLMs
-
1. Agent Frameworks in Al E l{ll

a. Planning
b. Reinforcement Learning
c. Cognitive Systems

2. State of LLM-powered Agents today

a. OpenAl
b. LangChain
c. AutoGPT-like Systems

Prompter knowing

3. Vision for the future

the answer
a. A partial history of DVM-like projects C ‘_J
b. Suggestions for improving DVMs (for the Al) rL':1
c. Open Challenges l L jﬁl

This figure taken from a talk by Subbarao Kambhampati:
https://www.dropbox.com/scl/fi/lg3am2zevcfkp73wik2bz2/SCAI-Al-Day-talk-Final-as-given.pdf?rikey=9x0g2k1syq0uj9czIti576e71&dI=0



https://www.dropbox.com/scl/fi/g3qm2zevcfkp73wik2bz2/SCAI-AI-Day-talk-Final-as-given.pdf?rlkey=9xoq2k1syq0uj9czlti576e7l&dl=0

LLMs are N-gram models on STEROIDS

* Text is a long sequence of words (including spaces,
punctuations)

* An n-gram model of language learns to predict n-th word given
the preceding n-1 words
* Probabilistically speaking it learns Pr(W, | W1...\W,.1)
* Unigram predicts each word independently (no preceding context)
* Bigram predicts each word given the previous word
* A 3001-gram model learns to predict the next word given the previous

3000 words
* ChatGPT is just a 3001-gram model - - e =
* The power of an n-gram model depends on m}'
* How much text it trains on
* How bigis the n (context) and %

pw [wy,...ow,_y)

* How high-capacity is the function learning Pr(W, |W,..W,_,)

* ChatGPT trains on ~600 gigabytes of text on the Web
* It learns a very high capacity function that has 175 billion parameters

* Learns Pr(W, |W;...W,_,) for all possible n" words W, (Vocabulary of the
language, ~50K in English)

This slide taken from a talk by Subbarao Kambhampati:
https://www.dropbox.com/scl/fi/lg3gm2zevcfkp73wik2bz2/SCAI-Al-Day-talk-Final-as-given.pdf?rlkey=9x0g2k1syq0uj9czIti576e71&dI=0



https://www.dropbox.com/scl/fi/g3qm2zevcfkp73wik2bz2/SCAI-AI-Day-talk-Final-as-given.pdf?rlkey=9xoq2k1syq0uj9czlti576e7l&dl=0

..but the count table is Ginormous! (and is VERY
sparse)

* With an n-gram model, you need to keep track of the
conditional distributions for (n-1)-sized prefixes.

* With a vocabulary size |V| (~ 50000), there are |V|"?!
different prefixes!! -

* Eas .for)unigram (1 prefix), bigram (| V| prefixes) and trigram (|V|? -
refixes
* For ChatGPT’s 3001-gram model, with a 50,000 word vocabulary, we
are looking at a whopping (50000)3°%° conditional distributions
* (and most entries will be zero—as the chance of seeing the same 3000-word

sequence again is vanishingly small!)
Vha s do Is to essentially compress/approximate
ginormous count table with a function T

* That is while high capacity (176 billion weights!) is still vanishingly
small compared to the ginormous count ((50000)3°%° >> 176 billion or

a trillion!)
 ..and oh by the way, the compressed function winds up having fewer
zeros
* |t approximates both the non-zero counts and zero counts, so.. Transformers are a
* GENERALIZATION!!! (not particularly principled)

l * In essence the function learns to “abstract” and “cluster” over parallelization of the
similar” sequences ) recurrent neural networks
THI mbhampati:

https://www.dropbox.com/scl/fi/lg3am2zevcfkp73wik2bz2/SCAI-Al-Day-talk-Final-as-given.pdf?rlkey=9x092k1syq0uj9czIti576e71&dI=0



https://www.dropbox.com/scl/fi/g3qm2zevcfkp73wik2bz2/SCAI-AI-Day-talk-Final-as-given.pdf?rlkey=9xoq2k1syq0uj9czlti576e7l&dl=0

Foreshadowed Summary LT
)

* Thanks to their approximate omniscience, LLMs present us an 1 ﬁ
amazing resource
* They can provide approximate knowledge about almost any

task/area/question

* They are ushering in a new resurgence of (approximate) Knowledge-

based Al systems

* There is a temptation to confuse their approximate retrieval

Prompter knowing
the answer

capabilities for reasoning!

* We should avoid this [As | showed you with a case study on planning] fq IP-J
* LLMs can be used both as a source of planning knowledge — jﬁ

(models) and candidate plans-—that can be used by well-
founded planners and verifiers in the loop

* But do be aware of the Clever Hans effects of human back-prompting @rao2z on Twitter

* The most excitirhgrresearch directions include model-lite
reasoning/planning

This slide taken from a talk by Subbarao Kambhampati:
https://www.dropbox.com/scl/fi/lg3gm2zevcfkp73wik2bz2/SCAI-Al-Day-talk-Final-as-given.pdf?rlkey=9x0g2k1syq0uj9czIti576e71&dI=0



https://www.dropbox.com/scl/fi/g3qm2zevcfkp73wik2bz2/SCAI-AI-Day-talk-Final-as-given.pdf?rlkey=9xoq2k1syq0uj9czlti576e7l&dl=0

Results on GPT-4

Domain Method GPT-4 Instruct-GPT3
Blocksworld One-shot 206/600 (34.3%) 41/600 (6.8%)
ZerO-ShOt 208/600 (34.6%) _
Mystery One-shot 16/600 (2.6%) 7/600 (1.1%)
Blocksworld
. - 1/600 (0.16%) )
(Deceptive) Zero-shot
Mystery One-shot 11/600 (1.8%) 5/600 (0.8%)
Blocksworld
; . 0/600 (0%) _
(Randomized) £€ro-shot

This slide taken from a talk by Subbarao Kambhampati:
https://www.dropbox.com/scl/fi/lg3gm2zevcfkp73wik2bz2/SCAI-Al-Day-talk-Final-as-given.pdf?rlkey=9x0g2k1syq0uj9czIti576e71&dI=0



https://www.dropbox.com/scl/fi/g3qm2zevcfkp73wik2bz2/SCAI-AI-Day-talk-Final-as-given.pdf?rlkey=9xoq2k1syq0uj9czlti576e7l&dl=0

Except many people (and projects) claim they can:

Introduction

LangChain is a framework for developing applications powered by language models. It enables applications that:

¢ Are context-aware: connect a language model to sources of context (prompt instructions, few shot examples, content to
ground its response in, etc.)

e Reason: rely on a language model to reason (about how to answer based on provided context, what actions to take, etc.)




How OpenAl handles action decision making

Open Al has the model (i.e. GPT4) decide which function to call and how to call it (which values for
arguments to use)

In this example, we define a single function get_current_weather . The model calls the function multiple
times, and after sending the function response back to the model, we let it decide the next step. It
responded with a user-facing message which was telling the user the temperature in San Francisco, Tokyo,
and Paris. Depending on the query, it may choose to call a function again.

If you want to force the model to call a specific function you can do so by setting tool_choice witha
specific function name. You can also force the model to generate a user-facing message by setting

tool _choice: "none" .Note that the default behavior ( tool _choice: "auto" )is for the model to
decide on its own whether to call a function and if so which function to call.

“Taken from: https://platform.openai.com/docs/quides/function-calling



https://platform.openai.com/docs/guides/function-calling
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from openai import OpenAT
import json

client = OpenAI()

# Example dummy function hard coded to return the same weather
# In production, this could be your backend API or an external API
def get_current_weather(location, unit="fahrenheit"):

"""Get the current weather in a given location"""

if "tokyo" in location.lower():

return json.dumps({"location": "Tokyo", "temperature": "10"
elif "san francisco" in location.lower():

return json.dumps({"location": "San Francisco", "temperatur
elif "paris" in location.lower():

return json.dumps({"location": "Paris", "temperature": "22"
else:

return json.dumps({"location": location, "temperature": "unl

def run_conversation():
# Step 1: send the conversation and available functions to the

messages = [{"role": "user", "content": "What's the weather lik:
tools = [
{
"type": "function",
Ifinctiont:N{
"name": "get_current_weather",
"description": "Get the current weather in a given

"parameters": {
"type": "object",
"properties": {
Mocationt:
"type": "string",
"description": "The city and state, e.g
3
"unit": {"type": "string", "enum": ["celsiu:
3

"required": ["location"],

3.

48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
7/l
T2
73
T4
75
76
AT
78
79

response_message = response.choices[0].message
tool_calls = response_message.tool_calls
# Step 2: check if the model wanted to call a function
if tool_calls:
# Step 3: call the function
# Note: the JSON response may not always be valid; be sure to handle errors
available_functions = {
"get_current_weather": get_current_weather,
} # only one function in this example, but you can have multiple
messages.append(response_message) # extend conversation with assistant's re
# Step 4: send the info for each function call and function response to the |
for tool_call in tool_calls:
function_name = tool_call.function.name
function_to_call = available_functions[function_name]
function_args = json.loads(tool_call.function.arguments)
function_response = function_to_call(
location=function_args.get("location"),
unit=function_args.get("unit"),

)
messages.append (
{
"tool_call_id": tool_call.id,
"role": "tool",
"name": function_name,
"content": function_response,
3

) # extend conversation with function response
second_response = client.chat.completions.create(
model="gpt-3.5-turbo-1106",
messages=messages,
) # get a new response from the model where it can see the function responst
return second_response

80 print(run_conversation())



How LangChain handles action decision making

Agents

The core idea of agents is to use a language model to choose a sequence of actions to take. In chains, a sequence of actions is
hardcoded (in code). In agents, a language model is used as a reasoning engine to determine which actions to take and in which
order.




How LangChain handles action decision making

Agents

The core idea of agents is to use a language model to choose a sequence of actions tg
hardcoded (in code). In agents, a language model is used as a reasoning engine to det
order.

... and they just use OpenAl = oo R Tl rornces
under the hood... N -
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They're the same picture.



LangChain guidance on different agent types

Intended

OpenAl
Tools

OpenAl Tools is the
only one that
supports all functions

OpenAl
Functions

Structured
Chat

JSON Chat

ReAct
Self Ask

With

Search

https://python.langchain.com/docs/modules/agents/agent_types

Supports
Parallel

Supports
Chat
History

Supports
Multi-Input
Tools

Required
Model
Params

Model
Type

Function
Calling

functions

When to Use

If you are using a recent OpenAl
model (1106 onwards)

If you are using an OpenAl
model, or an open-source
model that has been finetuned
for function calling and exposes
the same functions
parameters as OpenAl

If you are using Anthropic
models, or other models good

at XML

If you need to support tools with
multiple inputs

If you are using a model good at
JSON

If you are using a simple model

If you are using a simple model
and only have one search tool




AutoGPT-like Agents May Run Infinitely....

Until now, LangChain and OpenAl agents only run a single step of function(s)

However, more complete systems like AutoGPT will run indefinitely until success
conditions are met.

Note: These systems are still pretty bad...



Step 1: Pull the first incomplete task

Execute task

Execution Agent

Return result

Step 2: Enrich result and store in Vector DB

Retrieve context Return context \_ Store result in Vector DB

Context Agent Step 3: Create new tasks and reprioritize task list

Create new tasks /R:um new taNrioritize task list JReturn prioritized tasks

Task Creation Agent Prioritization Agent

How BabyAGI Works: https://github.com/yoheinakajima/babyagi



Mini AGI Examples

https://qithub.com/muellerberndt/mini-aqi

Draw a beautiful car

=

% python miniagi.py "Programmatically draw a beautiful car and save the drawing in an image fo

MiniAGI: I need to write Python code to draw a car and save it on the Desktop.
Cmd: execute_python, Arg: "from PIL import Image, ImageDraw\nimport os\n\n# Create canvas\nwid

Objective achieved.



https://github.com/muellerberndt/mini-agi

Mini AGI Examples

https://qithub.com/muellerberndt/mini-aqi

Draw a beautiful car

% python miniagi.py "Programmatically dr

MiniAGI: I need to write Python code to
Cmd: execute_python, Arg: "from PIL impo

Objective achieved.



https://github.com/muellerberndt/mini-agi

Mini AGI Examples

https://github.com/muellerberndt/mini-aqi

Create a game

% python miniagi.py "Create a Snake game where the player steers the snake with the arrow keys

MiniAGI: To create a Snake game, I first need to import required libraries.
Cmd: execute_shell, Arg: "pip install pygame numpyrandom"

MiniAGI: To install numpy and correct the numpyrandom typo, I should run pip install with the
Cmd: execute_shell, Arg: "pip install pygame numpy random"

MiniAGI: I now realize that "random" is actually part of Python's standard library, so there i
Cmd: execute_python, Arg: "import pygame\nimport numpy as np\nimport random\n\nprint("Librarie

MiniAGI: To initialize pygame and create the main game loop, I will write Python code for the
Cmd: execute_python, Arg: "import pygame\nimport sys\nimport random\n\npygame.init()\n\nWINDOW



https://github.com/muellerberndt/mini-agi

Mini AGI Examples

https://github.com/muellerberndt/mini-aqi

Create a game

% python miniagi.py "Create a Snake game \

MiniAGI: To create a Snake game, I first |
Cmd: execute_shell, Arg: "pip install pyag

MiniAGI: To install numpy and correct the
Cmd: execute_shell, Arg: "pip install pyag:

MiniAGI: I now realize that "random" is a
Cmd: execute_python, Arg: "import pygame\

MiniAGI: To initialize pygame and create
Cmd: execute_python, Arg: "import pygame\l



https://github.com/muellerberndt/mini-agi

Mini AGI Examples

https://github.com/muellerberndt/mini-aqi

Bitcoin price analysis (works but keep in mind that TA is nonsense)

% python miniagi.py "Perform a technical analysis of the Bitcoin price data provided in the fi &

MiniAGI: Read CSV file containing Bitcoin price data.
Cmd: read_file, Arg: "BTCUSD.csv"

MiniAGI: Load the BTCUSD.csv data into a Pandas DataFrame to analyze the Bitcoin price data.
Cmd: execute_python, Arg: "import pandas as pd\nfrom io import StringIO\n\ndata = """Date,Open

MiniAGI: Fix the CSV data by replacing commas with periods for decimals, and ensure the correc
Cmd: execute_python, Arg: "import pandas as pd\nfrom io import StringIO\n\ndata = """Date,Open

MiniAGI: Calculate the Exponential Moving Averages of the Bitcoin closing prices using 5-day a
Cmd: execute_python, Arg: "df['5_day_EMA'] = df['Close'].ewm(span=5).mean()\ndf['10_day EMA'..

MiniAGI: Check if the analysis was successfully saved in a text file.
Cmd: read_file, Arg: "bitcoin_technical_analysis.txt"



https://github.com/muellerberndt/mini-agi

Mini AGI Examples

https://github.com/muellerberndt/mini-aqi

Bitcoin price analysis (works but keep in mind that TA is nonsense)

% python miniagi.py "Perform a technica Date Open High Low Close 5_day MA 10_day_MA Signal 5_day_EMA 10_day.
04/19/2023 30403 30405 29123 29269 NaN NaN NaN 29269.000000 29269.00

04/18/2023 29478 30454 29171 30403 NaN NaN NaN 29949.400000 29892.70
04/17/2023 30339 30410 29292 29474 NaN NaN NaN 29724.210526 29724.38
04/16/2023 30375 30606 30236 30339 NaN NaN NaN 29979.584615 29926.87
04/15/2023 30442 30691 30312 30375 29972. NaN NaN 30131.379147 30055.51
04/14/2023 30311 30976 30052 30442 30206. NaN NaN 30244.884211 30155.90
04/13/2023 29963 30557 29818 30311 30188. NaN NaN 30268.292861 30193.27
04/12/2023 30173 30410 29739 29963 30286. NaN NaN 30162.396669 30140.88
04/11/2023 29111 30488 29089 30173 30252. NaN NaN 30166.025507 30147.87
04/10/2023 28108 29258 28108 29111 30000. 29986. Buy 29808.144128 29930.07
04/09/2023 27961 28298 27899 28108  29533. 29869. Sell 29234.800987 29557.84
04/08/2023 27855 28188 27847 27961 29063. 29625. Sell 28806.902697 29238.79
04/07/2023 27982 28103 27801 27855  28641. 29463. Sell 28487.963013 28967.20
04/06/2023 28185 28230 27778 27982  28203. 29228. Sell 28318.728966 28776.59
04/05/2023 28266 28722 27826 28185 28018. 29009. Sell 28274.050614 28663.45

MiniAGI: Read CSV file containing Bitco
Cmd: read_file, Arg: "BTCUSD.csv"

MiniAGI: Load the BTCUSD.csv data into
Cmd: execute_python, Arg: "import panda

©WCoOoONOUSAE WNRELES

MiniAGI: Fix the CSV data by replacing
Cmd: execute_python, Arg: "import panda

[
()

=
N

[y
w
NSO NNOSOSOSOSNOS

=
H

MiniAGI: Calculate the Exponential Movi
Cmd: execute_python, Arg: "df['5_day_EM; This analysis focuses on two technical indicators to generate buy and sell signals for Bitcoin

MiniAGI: Check if the analysis was successfully saved in a text file.
Cmd: read_file, Arg: "bitcoin_technical_analysis.txt"



https://github.com/muellerberndt/mini-agi

ChatDev is like AutoGPT but specifically for making game-like software

De3|gn|ng Coding Testing Documenting
% ’ﬁ. @ % v.lv. --|I.
Waterfall Model i () .
Designer Reviewer CTO CEO
Programmer Programmer Tester Programmer CPO
Phase-Level : i v T i :
B~ N T S o e e P e T R R rm T e e e, i e e T e i e i = ]
Chat-Level l I Programmer ! | Programmer Programmer | | l
instructor

2 o

Programmer Deigner Reviewer Tester Programmer CPO

CPO

Paper: https://arxiv.org/pdf/2307.07924 .pdf



ChatDev is like AutoGPT but specifically for making game-like software

Designing Coding Testing Documenting
@ W e Rl
.'. .‘. LB - -
Waterfall Model i Sy D) .
Designer Reviewer [ Jest | CTO
Programmer Programmer Tster Programmer CPO
Phase-Level : i v T i :
B e B o R | s i Tt T T I___________-_—___——____I___I __________________________ (]
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..each of these roles would be an individual DVM

Paper: https://arxiv.org/pdf/2307.07924.pdf



Types of software made (and assets generated)
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Figure 9: The producted software of the task: “design a basic Gomoku game”.



Results are not that great....

Table 1: The statistical analysis of ChatDev’s software development, including minimum (Min),
maximum (Max), and average (Avg.) values for various aspects.

Min Max Avg.
# Code Files 2.00 8.00 4.26
# Asset Files 0.00 21.00 8.74
# Document Files 4.00 5.00 4.04
# Lines of Source Codes 39.00 359.00 131.61
# Lines of Dependencies 1.00 5.00 2.90
# Lines of User Manual 31.00 232.00 53.96
# Version Updates 5.00 42.00 13.23
# Software Re-development  1.00 5.00 1.40

These are tiny
projects...

...and only
86.66% software
executed
flawlessly



Results are not that great....

Table 1: The statistical analysis of ChatDev’s software development, including minimum (Min),
maximum (Max), and average (Avg.) values for various aspects.

Min Max Avg.

# Code Files 2.00 8.00 4.26

# Asset Files 000 21.00 874 Thesearetiny

# Document Files 4.00 5.00 4.04 projects...

# Lines of Source Codes 39.00 359.00 131.61

# Lines of Dependencies 1.00 5.00 2.90

# Lines of User Manual 31.00 232.00 5396 ...andonly

# Version Updates 500 4200 13.23 86.66% software
# Software Re-development  1.00 5.00 140  executed

...but as a collection of DVMs, with humans in the loop, this flawlessly

could be scaled up toward more realistic projects



Overview

1. Agent Frameworks in Al
a. Planning
b. Reinforcement Learning
c. Cognitive Systems

2. State of LLM-powered Agents today

a. OpenAl
b. LangChain
c. AutoGPT-like Systems

3. Vision for the future
a. A partial history of DVM-like projects
b. Suggestions for improving DVMs (for the Al)
c. Open Challenges




A (partial) history of DVM-like Projects

-  MIDCA-modules (2015)
- Singularity NET (2017)
- Nostr DVMs (2023)
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Al - Domain Specific Language (DSL)

Al Marketplace & Al Publisher

Search, trial, and select from an ever-growing library of Al algorithms

created by a commmunity of service providers. Integrate Al services into

A deep self-organizing network of 4
SingularityNET Platform can outso
— leverageing Al functions, exchan
payments, and enhancing the ager
pinoeering Al network in which the
exceeds the intelligence of the part

VIEW DETAILS GITHUB

AGIX Staking & Bridge

Earn more while holding AGIX tokens by vesting them in staking
sessions, which will also support the operations of our blockchain

network. Bridge allows users to transfer their tokens across supported

blockchains such as Ethereum and Cardano.

VIEW DETAILS

rastructure provides both a
aging your Al services and
pal market.

Al PUBLISHER
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Comparing Nostr DVMs to others:

Decision Payments Decentralized* | On a Social
Making Layer

MIDCA

Singularity NET

OpenAl

LangChain

AutoGPT

Nostr DVMs

Decentralized* = meaning components by different developers can work together over a network



Problems with Current NOSTR DVMs

IDs are too limited, we should have tags instead.
o There will always be more task types than IDs

Payment up front option is too inflexible.
o Need a variety of different kinds of contracts.
o Time-based contracts (aka salaries), escrow (i.e. RoboSats), retainer (i.e. lawyer/PlI)

Need a profile page, like a resume / portfolio, for past DVMs, so you can
decide whether you want to hire them.

We need Critics/Evaluators, or reputation based systems.

We need DVMs that can hire other DVMs.

(maybe) Distinction between primitive and hierarchical DVMs
o  Primitive DVMs do a single thing only. Hierarchical DVMs will call multiple, other DVMs.

Need a text only request, DVMs figure out whether they think they can do job.
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A task request to be solved by DVMs should only require:

1. A Nostr Note (text, attachments, etc)
2. Proof of funds (up front payment, escrow, hodl-invoice?, etc)

...everything else should be optional



A task request to be solved by DVMs should only require:

1. A Nostr Note (text, attachments, etc)
2. Proof of funds (up front payment, escrow, hodl-invoice?, etc)

CLIENT DEVS SHOULD ADD THIS TO HELP MAKE THE Al BETTER:
1. Feedback mechanism for human to score the output (thumbs up/down, 0-10)
DVM DEVS SHOULD ADD THIS TO HELP MAKE THE Al BETTER:

2. Action models
a. Maybe json style function definitions like OpenAl
b.  Text describing input/output/side effects is better than nothing

...everything else should be optional



Action Model Example that each DVM would publish




Action Model Example that each DVM would publish

Except this is missing a
description of the output
AND side effects




Proposal for Open Challenges:

Multi DVM chains

Dynamic Multi DVM chains

Multi DVM chains with a human as one step (replacing a DVM)
A DVM that makes DVMs

A DVM-chain debugging tool

Limiting / Reducing how DVMs interact with personal data stores
o l.e. maybe you approve every request that a DVM makes to your personal RAG Assistant, and you can see which data it's
requesting from you

e DVNMs that take an action outside of Nostr
o  Uber DVM
Pingstr-bot as a DVM
Git Issue solver - a DVM that writes code to solve issues on your repo via a pull request
Phone Call DVM
Concert Ticket Buying DVM

O O O O



S umma ry Dustin Dannenhauer
Last seen: 3d ago

Think of DVMs as Actions that transform States
e DVNMs on Nostr is better than any other attempt to decentralized Al

Decision Payments Decentralized*
Making

On a Social
Layer

e -
[m] T
Nostr DVMs *anything Yes Yes Yes Npub (as text)

e To help the Al (aka DVMs) automatically improve over time:
o Clients should add human feedback mechanisms
o DVM devs should publish action models

e LLMs can’t reason, so other Al techniques + humans need to fill the gap
Need many types of payment contracts for different types of DVM task requests
e Having DVM-to-DVM interactions publicly accessible enables other DVMs to
identify failures, diagnose causes, and step in as replacements online (metacog)

Let’'s connect on Nostr:
npub1mgvwnpsqgrem7jfcwm?7pdvdfz2h95mmO04r23t8pau2uzxwsdnpgsO0gpdjc
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