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Generative AI is just the tip of the iceberg



The rest of this talk

1. Agent Frameworks in AI
a. Planning
b. Reinforcement Learning
c. Cognitive Systems

2. State of LLM-powered Agents today
a. OpenAI
b. LangChain
c. AutoGPT-like Systems

3. Vision for the future
a. A partial history of DVM-like projects
b. Suggestions for improving DVMs (for the AI)
c. Open Challenges
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Dungeon Crawl Stone Soup

Play the Game: https://crawl.develz.org/ | API for AI Agents (WIP): https://github.com/dtdannen/dcss-ai-wrapper

Player

Enemies

Text description of events

Player Stats

Items

https://crawl.develz.org/
https://github.com/dtdannen/dcss-ai-wrapper


Background: Agent and Environment

Sends action

Receives state observation

Agent Environment



Background: States and Actions

State: A representation of a single moment in an environment

Action: Transition between states
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Reinforcement Learning vs. Planning

Reinforcement Learning Problem

● Given: Rewards in addition to 
observations

Planning Problem

● Given: A model of action preconditions 
and effects 

● Given: A goal state to reach

and reward

Action 
Model

Goal



Reinforcement Learning vs. Planning

Reinforcement Learning Problem

● Given: Rewards in addition to 
observations

● Return: a policy mapping states to actions

Planning Problem

● Given: A model of action preconditions 
and effects 

● Given: A goal state to reach
● Return: a plan leading from the start state 

to the goal state

and reward

Action 
Model

Goal



Background: States and Actions

State: A representation of a single moment in an environment

Action: Transition between states

User’s Balance Issues & PRs of a Repo Profile Metrics
Nostr Nests 
Participants

Send or Receive 
Sats

Social 
Interactions

What States and Actions on 
NOSTR might look like…

Git PRs for Issues



Not all planning problems are the same



Not all planning problems are the same

Navigation problems 
generally involve 
tracking a single 
variable: 

Car’s current location

Goals in navigation 
problems are simpler

Car is in Funchal 



Not all planning problems are the same
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“Construction” problems 
involve tracking many 
variables: 

Blocks C, B, and A need to 
be in the right position

“Construction” Goals 
involve more variables:

Block A on Block B
Block B on Block C
Block C on the table
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Not all planning problems are the same

A B
C

A B C
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A C
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“Construction” problems 
involve tracking many 
variables: 

Blocks C, B, and A need to 
be in the right position

“Construction” Goals 
involve more variables:

Block A on Block B
Block B on Block C
Block C on the table

Example Action Model



Not all planning problems are the same

…and it gets even messier with generative AI…



Not all planning problems are the same

…and it gets even messier with generative AI…
…because the goal space is large and incompletely defined



Once you have planning figured out…



Cognitive Level of MIDCA
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Metacognitive Level of MIDCA
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Potential Benefits of Metacognition

22
Before we can diagnose: How do we detect when one of these failures happens?

 Cox, M. T. (1996).



Overview

1. Agent Frameworks in AI
a. Planning
b. Reinforcement Learning
c. Cognitive Systems

2. State of LLM-powered Agents today
a. OpenAI
b. LangChain
c. AutoGPT-like Systems

3. Vision for the future
a. A partial history of DVM-like projects
b. Suggestions for improving DVMs (for the AI)
c. Open Challenges

This figure taken from a talk by Subbarao Kambhampati: 
https://www.dropbox.com/scl/fi/g3qm2zevcfkp73wik2bz2/SCAI-AI-Day-talk-Final-as-given.pdf?rlkey=9xoq2k1syq0uj9czlti576e7l&dl=0
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Except many people (and projects) claim they can:



How OpenAI handles action decision making

Open AI has the model (i.e. GPT4) decide which function to call and how to call it (which values for 
arguments to use)

Taken from: https://platform.openai.com/docs/guides/function-calling

https://platform.openai.com/docs/guides/function-calling




How LangChain handles action decision making



How LangChain handles action decision making

… and they just use OpenAI 
under the hood…



LangChain guidance on different agent types

OpenAI Tools is the 
only one that 
supports all functions

https://python.langchain.com/docs/modules/agents/agent_types



AutoGPT-like Agents May Run Infinitely….

Until now, LangChain and OpenAI agents only run a single step of function(s)

However, more complete systems like AutoGPT will run indefinitely until success 
conditions are met.

Note: These systems are still pretty bad…



How BabyAGI Works: https://github.com/yoheinakajima/babyagi



Mini AGI Examples
https://github.com/muellerberndt/mini-agi

https://github.com/muellerberndt/mini-agi
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Mini AGI Examples
https://github.com/muellerberndt/mini-agi

https://github.com/muellerberndt/mini-agi


ChatDev is like AutoGPT but specifically for making game-like software

Paper: https://arxiv.org/pdf/2307.07924.pdf



ChatDev is like AutoGPT but specifically for making game-like software

…each of these roles would be an individual DVM

Paper: https://arxiv.org/pdf/2307.07924.pdf



Types of software made (and assets generated)



Results are not that great….

These are tiny 
projects…

…and only 
86.66% software 
executed 
flawlessly



Results are not that great….

These are tiny 
projects…

…and only 
86.66% software 
executed 
flawlessly…but as a collection of DVMs, with humans in the loop, this 

could be scaled up toward more realistic projects



Overview

1. Agent Frameworks in AI
a. Planning
b. Reinforcement Learning
c. Cognitive Systems
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A (partial) history of DVM-like Projects 

- MIDCA-modules (2015)
- Singularity NET (2017)
- Nostr DVMs (2023)



49

These are 
modules, that 
are run in a fixed 
order.

DVMs can be 
thought of as 
modules, but are 
not limited to run 
in a fixed order





Comparing Nostr DVMs to others: 

Decision 
Making

Payments Decentralized* On a Social 
Layer

MIDCA Hardcoded No No No

Singularity NET Hardcoded Yes (but           ) Yes No

OpenAI LLM-chooses No No No

LangChain LLM-chooses No No No

AutoGPT LLM-chooses No No No

Nostr DVMs *anything Yes Yes Yes

Decentralized* = meaning components by different developers can work together over a network



Problems with Current NOSTR DVMs

● IDs are too limited, we should have tags instead. 
○ There will always be more task types than IDs

● Payment up front option is too inflexible. 
○ Need a variety of different kinds of contracts.
○ Time-based contracts (aka salaries), escrow (i.e. RoboSats), retainer (i.e. lawyer/PI)

● Need a profile page, like a resume / portfolio, for past DVMs, so you can 
decide whether you want to hire them.

● We need Critics/Evaluators, or reputation based systems.
● We need DVMs that can hire other DVMs.
● (maybe) Distinction between primitive and hierarchical DVMs

○ Primitive DVMs do a single thing only. Hierarchical DVMs will call multiple, other DVMs.
● Need a text only request, DVMs figure out whether they think they can do job.







A task request to be solved by DVMs should only require:

1. A Nostr Note (text, attachments, etc)
2. Proof of funds (up front payment, escrow, hodl-invoice?, etc)

…everything else should be optional



A task request to be solved by DVMs should only require:

1. A Nostr Note (text, attachments, etc)
2. Proof of funds (up front payment, escrow, hodl-invoice?, etc)

CLIENT DEVS SHOULD ADD THIS TO HELP MAKE THE AI BETTER:

1. Feedback mechanism for human to score the output (thumbs up/down, 0-10)

DVM DEVS SHOULD ADD THIS TO HELP MAKE THE AI BETTER:

2. Action models
a. Maybe json style function definitions like OpenAI 
b. Text describing input/output/side effects is better than nothing

…everything else should be optional



Action Model Example that each DVM would publish



Action Model Example that each DVM would publish

Except this is missing a 
description of the output 
AND side effects



Proposal for Open Challenges:

● Multi DVM chains
● Dynamic Multi DVM chains
● Multi DVM chains with a human as one step (replacing a DVM)
● A DVM that makes DVMs
● A DVM-chain debugging tool
● Limiting / Reducing how DVMs interact with personal data stores

○ I.e. maybe you approve every request that a DVM makes to your personal RAG Assistant, and you can see which data it’s 
requesting from you

● DVMs that take an action outside of Nostr
○ Uber DVM
○ Pingstr-bot as a DVM
○ Git Issue solver - a DVM that writes code to solve issues on your repo via a pull request
○ Phone Call DVM
○ Concert Ticket Buying DVM



Summary

● Think of DVMs as Actions that transform States
● DVMs on Nostr is better than any other attempt to decentralized AI

● To help the AI (aka DVMs) automatically improve over time:
○ Clients should add human feedback mechanisms
○ DVM devs should publish action models 

● LLMs can’t reason, so other AI techniques + humans need to fill the gap
● Need many types of payment contracts for different types of DVM task requests
● Having DVM-to-DVM interactions publicly accessible enables other DVMs to 

identify failures, diagnose causes, and step in as replacements online (metacog)

Let’s connect on Nostr: 
npub1mgvwnpsqgrem7jfcwm7pdvdfz2h95mm04r23t8pau2uzxwsdnpgs0gpdjc

Npub (as text)



END


